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The Study in Brief

Although studies have repeatedly found that most government job-training programs are ineffective,
there are examples of success, and the rewards from effective programs are potentially large. A key issue
for policymakers is program evaluation: how to move beyond anecdotes and use solid evidence to avoid
failure and replicate success.

The first step in evaluating a training program is to define what outcomes will differ between those
who went through the program (the “treatment group”) and those who did not, and how. This task is
harder than it seems, since people who enter and complete a program will likely differ from those who
do not. A common source of error is confusing differences that are due to the program with those that
existed beforehand between the two groups.

The ideal evaluation method from a theoretical point of view is to assign people into or out of the
program at random. If the samples are properly chosen, large enough, and thoroughly monitored for
impacts, random assignment will yield solid statistical information. But random assignment is sometimes
ethically awkward or politically unpopular, may be more expensive and time consuming than less
rigorous approaches, and is not widely used in job-training research, except in the United States.

Canada’s performance in this area could be improved by using the federal-provincial division of
powers to replicate the separation between the legislative and executive branches of government that
seems to work in the United States. Ottawa could, for example, imitate the US Congress and require the
provinces to use random assignment to test the results of federally funded programs.

Failing that, Canada needs better study of programs that do not use random assignment. Better
observational studies could allow analysts to control for differences between the treatment group and
others. Matching — trying to identify all key characteristics in which the two groups might differ and
make only apples-to-apples comparisons — is one such method; regression analysis tries to do
something similar. Higher-frequency (for example, monthly) data can reveal impacts (or lack of them)
that lower frequency data may obscure. And observational studies need more individual information to
help researchers detect and correct for differences between those who go through job-training programs
and those who do not.
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James Heckman, 2000 Nobel laureate in economics, posed the question “How
ineffective are current programs in moving people from welfare to work and in
increasing their employment and earnings?” And he answered it: “Generally
they are very ineffective“ (1999, 29).

This is old news to many. On July 28, 1995, a headline in the Globe and Mail
referring to the minister of Human Resources Development Canada (HRDC),
proclaimed: “Axworthy loses faith in jobs training.” And on April 6, 1996, The
Economist reported, “Nobody seems to be saying that government-supported
training is often a waste of money — nobody, that is, except researchers who have
examined existing schemes” (p. 19).

A rigorous evaluation of US programs funded under the Job Training Partnership
Act (JTPA), the main source of funding for training disadvantaged workers in the
United States, found that the programs did not work. Participation in JTPA programs
increased participants’ incomes by less than US$5 per week1 while making society
poorer by more than US$200 per participant.2

Is the proper response to wipe out training programs, as recommended by, for
example, David Hogberg (2001) of the American Public Interest Institute at Iowa
Wesleyan College?3 Not necessarily. The same studies that show that funding
training does not always work also show that it does sometimes work and that it
can be a very good investment for government. The impacts of JTPA-funded
programs on various subgroups of participants and on various service strategies —
for example, on-the-job training, classroom training, and job-search assistance —
were measured separately in 16 sites. Although the studies found dismal results
overall, they also found pockets of effectiveness. Some sites produced beneficial
impacts while others did not; some service strategies produced bigger impacts
than others; and some subgroups of participants benefited while others did not.4

Other programs that were also evaluated in different sites were shown to
produce variable impacts. The US Manpower Development Research Corporation
(MDRC), widely regarded as the preeminent random-assignment evaluator of
welfare-to-work programs, conducted an extensive evaluation of California’s
Greater Avenues to Independence (GAIN) program. It found that, overall, GAIN
increased costs to government, generating a return of US$0.76 for every US$1.00
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The authors would like to thank Jeffrey Smith and Arthur Sweetman for very helpful comments
on an earlier draft.

1 Authors’ calculation based on figures in Bloom et al. (1993, exhibit S1). Interestingly, the study
does not indicate the overall disappointing impact: instead, it shows the impacts for subgroups
selected so that the program is shown to be effective for at least one subgroup.

2 Authors’ calculation based on Bloom et al. (1997, tables 3 and 8). Benefits and costs were taken
from their table 8, and sample sizes from table 3; the earnings gains reported in their table 3 were
used in table 8. Note that all dollar amounts in this Commentary are in Canadian dollars unless
otherwise specified.

3 Certainly the Bush administration has some sympathy for this view. The Associated Press
reported that Mitchell Daniels, President Bush’s budget director, said that the government has too
many job-training programs. See website: http://stacks.msnbc.com/news/664618.asp?cp1=1
accessed November 29, 2001.

4 Bloom et al. (1993, 261) point out that they cannot reject the hypothesis that the differences in
impacts across sites occur by chance. This is consistent with the position that the most likely
explanation is that real differences exist across sites.



invested. But MDRC also reported that GAIN’s Riverside County site increased
participants’ earnings by 49 percent while returning to government US$2.84 in
increased tax revenue and decreased welfare payments for every $1.00 invested.5

Positive results at some sites were swamped by negative results at others.
In addition to their impact on taxes, employment, and income, effective training

programs can have important social benefits. MDRC reported the following effects
of five welfare-to-work programs on children:

All four programs that provided earnings supplements led to higher school
achievement. Some of the programs also reduced behavior problems, increased
positive social behavior, and/or improved children’s overall health. (Morris et al.
2001, executive summary.)

If training programs not only increased government expenditure but also the
incomes and well-being of participants and their families, we might well be willing
to make the tradeoff. But the overall results from the JTPA and the GAIN studies
indicate that, in most cases, training programs increase costs to government but
have little effect on clients. And far from increasing well-being, training programs
that do not work can exact a toll on participants, leaving them bitter and cynical
after wasting their time.

We do not know if these US findings hold in Canada because our national
government training programs have never been subjected to rigorous evaluation.
But if the evidence from JTPA and other rigorous evaluations conducted in the
United States holds for Canadian programs (and we have no proof that it does not),
training programs do not improve Canadian society either. Despite this evidence,
which probably contributed to the former minister’s gloomy view of training, HRDC
budgeted $2.8 billion on training in fiscal year 2002/03.

So is training a waste of money in Canada? Yes, overall, it probably is. But the
lessons from the JTPA program’s most effective site, “Site 4,“6 and from Riverside
County, California, show that it need not be. How can we pick out and expand
Canada’s Site 4s and Riversides, Canada’s effective strategies and administrators,
while weeding out poor programs and poor administrators? In short, how can we
make government training programs work? That is the question we discuss in this
Commentary.

In the next section, we explain the meaning of a program that “works,” and we
describe random assignment, the only method that estimates the impacts of a
program — that is, tells us whether a program is working — without requiring us
to make any additional assumptions.7 We also go on to explain why random
assignment cannot always be used and why random assignment does not produce
all the answers.
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5 Riccio et al. (1994, tables 1 and 7 of the executive summary, which show results for single parents).

6 The evaluation of JTPA programs does not identify the sites. Barnow (2000) identifies Site 4 as
having the largest impacts.

7 Random assignment is not a substitute for thought. For things that can go wrong in a random
assignment study, see the section “Perceived Barriers to Using Random Assignment” later in this
Commentary.
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We then consider the political forces that work against the evaluation of
Canadian government training programs and those in the United States that lead
to exemplary estimates of program impact. All the evidence in the introduction is
drawn from the United States, so the reader may wonder whether it applies in
Canada. The sad truth is that almost no reliable evidence exists in this country, so
we simply do not know. We also look at frequently used but ineffective methods of
evaluating programs, and we suggest exploiting strengths in Canada’s Constitution
to achieve better results from our evaluation of training programs.

Then we provide a nuts-and-bolts strategy for improving our ability to measure
the effectiveness of training programs over the next decade. We briefly review
evidence that suggests that methods other than random assignment do not provide
reliable evidence. We then describe a strategy for developing methods for reliably
estimating the impacts of training programs so that we can make training programs
effective.

In the final section, we discuss our conclusions.

Calculating the Impacts of Training Programs

Defining Program Impacts

A program works if it makes a difference for the participants, if it changes their
lives in some way. We often hear the claim, “We know our program is working.
Eighty percent of participants got jobs.” But measuring outcomes — what happens
to people after participating in the program — does not tell us whether it changed
their lives. This point was driven home to a British Columbia politician in the early
1980s. Her staff accurately reported that 80 percent of welfare recipients going
through a program became independent within three months and stayed
independent. Understandably, she bragged about the program’s success in the
legislature. But her bragging backfired. The Opposition suggested that she offer the
program to all clients so that the ministry’s budget could be reduced by 80 percent
in the following year.

Her staff had gotten her into trouble by confusing outcomes with impacts. To
find out if that program was working, she needed to know how it had changed the
lives of the participants. She needed to know how many of the participants who
became independent of welfare would have stayed on welfare without the program.

The impact of a program on subsequent welfare dependence is the difference
between the number who become independent with the program and the number
who would have become independent without the program.

This is illustrated by the figure on the next page. The solid line shows the
subsequent welfare dependence of program participants. The dotted line shows
the subsequent welfare dependence we expect these individuals would have
experienced without the program. (Please suspend disbelief about the possibility of
determining what the individuals would have experienced in the absence of the
program until the next section.)

Putting the illustration into concrete terms, if 100 welfare recipients enroll in
the program shown in the figure, three months later 20 of them remain dependent
(point A). If they had not enrolled in the program, we would expect about 50 to
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remain dependent (point B). The difference,
30 people becoming independent, is the
impact of the program. This means that
the program has reduced the caseload by
30 (not 80) in three months.

The figure also shows that the impact
of the program diminishes over time. Ten
months after the start of the program, its
impact is only 7 — that is, the caseload is
only 7 people lower than it would have
been in the absence of the program.

With an estimate of the program’s
impact, a politician can make statements
about the benefits of the program in terms
of, for example, reduced welfare caseloads
and expenditure. The savings in month 3
equal the cost that the welfare agency
would have borne if those 30 people had
remained dependent. The total savings
due to the program equal the sum of the

savings in each month less the costs of operating the program. Note that a training
program can save money even though the caseload is unchanged in the long run.

We could, in a similar way, calculate the impact of the program on incomes of
the participants, success of their children in school, increased tax revenue, and so
on. This is the type of information that ministers should bring both to the Treasury
Board to secure funding and to citizens for political support for training.

The Difficulty of Estimating Impact

Estimating impacts is difficult because it is impossible to know what would have
happened to any individual participant if he or she had not entered a program; yet
this information is crucial for estimating impacts. Fortunately, the simplest of
statistics, the average, enables us to estimate what would have happened to a group
of individuals. The next four paragraphs explain how.

If we select a random sample from a population8 and observe a characteristic
— for example, height, age, or income — the average of this characteristic for the
sample will be about the same as that for the population. The less the characteristic
varies in the sample, the better will be the estimate of the average of the population.
And the larger the sample, the more closely the average of the sample will correspond
to the average of the population. Note that the statements were made (just as
mathematicians made their proof of these statements) without regard to which
characteristic we are averaging. The average height, weight, income, percentage
with blue eyes, percentage wearing blue jeans, percentage married, or the percentage
dependent on welfare will all be about the same for the group selected as for the
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8 We call the larger group from which the sample or subgroup is selected a “population” to avoid
confusion in terms.



population from which they were selected so long as the selection is random. Random
means that every member of the population must have an equal chance of being
included in the sample.

This property of random samples enables us to estimate what would have
happened to a group of program participants if they had not entered the program.
It therefore meets the fundamental challenge of estimating impacts. Because the
averages in each random sample will approximate the population average, all
random samples will have similar average values for all characteristics.9 If one of
these groups participates in a program and the other does not, the averages for the
nonparticipants will be a reliable estimate of what the averages for the participants
would have been in the absence of the program. So the difference between the
averages for the program participants (the program group) and the averages for the
nonparticipants (the control group) indicates the impact of the program. The
difference between the program group’s average value of income and the control
group’s average value of income is an estimate of the impact of the program on
income. The difference between the average value of social assistance received by
the program group and the average value of social assistance received by the control
group is an estimate of the impact of the program on social assistance receipt.
Similarly, we can use the program and control groups to estimate the program‘s
impact on any characteristic on which we have data, even if we had not thought of
it before the program began.

This method of estimating impacts is usually referred to as random assignment. It is
the only method that can be proven mathematically to give unbiased estimates of
the impact of programs.10 Random assignment has the additional advantage of
being easy to understand. If participants in a program have been randomly assigned,
estimating the program impact is as easy as calculating the average outcomes for
the program and control groups and finding the difference between them.

How big must the selected groups or samples be? The answer depends on the
variance of the characteristics in the population and on the degree of confidence
required. We are all familiar with the property of averages as applied to poll results.
For example, if we use a sample of 400 to estimate the proportion that will vote
Liberal, then 19 times out of 20 the sample proportion will be within five percentage
points of the true proportion of the population.11 If we use a sample of 1,000, however,
19 times out of 20 the sample proportion will be within three percentage points of
the true proportion.

Random assignment ensures that the control group has the same characteristics
on average as the program group. If random assignment is not used, researchers
must still estimate what would have happened if the program group had not
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9 We can make these averages as similar as we need simply by increasing the size of the group.

10 The randomization does not have to be caused by the program. Two-stage techniques can take
advantage of a random process that is unrelated to the exercise of estimating impacts. Nonetheless,
estimates produced using two-stage techniques should be viewed with caution. See the discussion
later in the paper under the heading “The Politics of Estimating Impacts.”

11 To make this calculation, we used the property that the variance of a proportion is p(1 – p)/n, where
n is the size of the sample and p is the proportion. We use 50 percent for p in our calculation. The
largest value for p(1 – p) is when p = 0.5, so if the proportion is less than this, the confidence
interval will be smaller.

Random assignment
is the only method
that can be proven
mathematically to
give unbiased
estimates of the
impact of programs.



6 C.D. Howe Institute Commentary

participated in the program. To do this, they must find a comparison group of
people who did not participate in the program, but who look as similar as possible
to program participants in measured characteristics. (In this Commentary, we refer
to nonrandomly selected control groups as “comparison groups.”) Without random
assignment, the estimate of program impact will be the difference between the
outcomes of the participants and the outcomes of the comparison group.

Unfortunately, program participants, by virtue of their having chosen to
participate, are more likely to have pre-existing characteristics, such as initiative
and ambition, that are associated with success in the labor market. When program
participants are allowed to volunteer, the difference in pre-existing characteristics
together with participation in the program will improve the outcomes of the
participants relative to the outcomes of the comparison group, resulting in an
overestimate of program impact. The better the researcher controls for pre-existing
differences, the lower the estimate of the impact of the program.12

Perceived Barriers to Using Random Assignment

Although random assignment is the only method that can be mathematically proven
to give unbiased estimates of the impact of programs, using random assignment
is not always possible. Researchers frequently encounter concerns about the
feasibility, ethics, privacy, and cost of random assignment studies, and need to
understand which objections are well-founded and which are not.

Feasibility

Using randomization to assess programs is usually feasible, since we can determine
who is eligible for the program and randomly assign those eligible to enter or not
enter the program. It is obviously not ethical or possible to assign some teenagers
to complete Grade 12, and others to drop out after Grade 10. Yet we can and do
assign people to stay-in-school programs, and when these are effective, the results
can generate estimates of the impacts of life choices (see “Natural Experiments”
later in this Commentary for a discussion of the limitation of random assignment
studies that have incomplete randomization).

Ethical Issues

Where we have good reason to believe that a program is effective, and individuals
have a legal or moral right to participate, random assignment is not appropriate;
the reason is that in a random-assignment study some individuals who are
otherwise eligible will not participate. This is not normally an issue in training
programs, since usually there are many more individuals eligible for training than
spaces available. The American National Research Council’s Committee on Youth
Employment Programs was asked to study the ethical issues in using random
assignment to evaluate training programs for youth. The committee concluded,
“[I]n situations in which program resources are scarce and program effectiveness

12 The tendency of poorer quality studies to produce more optimistic results is documented in the
health literature. See, for example, Sacks, Chalmers, and Smith (1982); and Schulz et al. (1995).
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unproven, it [random assignment] is ethical” (Betsey, Hollister, and Papageorgiou
1985, 30).13

But even when random assignment is ethical, it may be politically unpopular.
An individual excluded from a program is more likely to blame randomization
than the limited budget. And even with a fixed budget, those who received no help
would have preferred a different allocation mechanism — for example, that less
expensive assistance be offered more widely.

Many believe that ethical issues are more pronounced in health care since the
life-and-death results of decisions in medicine are often more apparent than
decisions made for training programs.14 Despite this, health care researchers use
random assignment much more frequently than do researchers evaluating training
programs. In most countries in the world, including Canada and the United States,
new drugs and medical devices must be tested in randomized trials before they
can be brought into general use. Because the outcomes (good health or death) are
so important, it is important to know whether these drugs or devices work.15 But
this does not eliminate the political resistance to random assignment. Even where
the drugs or devices are unproven, in some cases those allocated to the control
group complain bitterly even when being allocated to the control group may result
in longer life.16

Privacy

Estimating impacts of programs necessarily entails some privacy cost, but concerns
about privacy are often exaggerated. With random assignment, information on
outcomes for both participants and a control group is required. In the absence of
random assignment, much more information is required since the researchers must
select a comparison group that is as similar as possible to the participants. Estimating
broader impacts (such as effects on health or children’s schooling) requires linking
databases, which affects the privacy of individuals as defined by the privacy
commissioner. However, since linkage can be done with masked data without
researchers ever knowing the names of participants, the actual risk to individual
privacy is minimal.

Preventing access to data on privacy grounds can make the task of measuring
the impacts of programs difficult, impossible, or simply much more expensive.
Balancing privacy concerns and the gains from rigorous evaluation is essential,
given the public interest in the effective use of public funds for programs intended
to increase the employment and incomes of disadvantaged workers and improve
the life chances of their children.
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13 There is a long history of using chance to allocate resources. In the Old Testament of the Bible —
for example, Num. 26:55 and Lev. 16:10 — goods were divided by lot.

14 For discussion of this literature, see, for example, Altman and Bland (1999); Lumley and Bastian
(1996).

15 Perhaps the experience with thalidomide made the consequences of ignorance more visible in the
world of medicine.

16 For example, calcium channel blockers were, on the basis of animal studies, thought to prevent
heart attacks, but clinical trials in humans found that they caused heart attacks in the treatment
group. See the discussion in Sleight (1996).
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Cost

High-quality random assignment studies generally take more time and money than
studies of poorer quality, but the additional cost and time do not result from
randomization. Overall, randomized studies probably cost less than nonrandomized
studies. The Self Sufficiency Project (SSP) is Canada’s best-known random-
assignment study. It cost more than $50 million and will have taken more than ten
years by the time the last report has been written. But the expensive features of the
SSP were the extensive panel surveys, the payment system, and the analysis. The
time taken to complete the study has resulted from extensive design work, pretesting
the enrollment mechanism, spreading the intake evenly over a year to eliminate
seasonal factors, looking at long-term impacts, and extensively cleaning and checking
the survey and administrative data before they were turned over to other researchers
for analysis.

Careful design, extensive analysis, and long-term follow-up take time and money
whether random assignment is used or not. In fact, since program and control groups
can be compared to determine program impact, randomization greatly simplifies
data analysis, thus reducing analysis costs compared with those of nonrandom
studies. Most important, the use of random assignment greatly increases the chances
that the time and money spent on evaluation will produce reliable estimates of
program impact. Without random assignment, there is a great danger of producing
unconvincing results that require the study to be repeated, as Altman and Bland
(1999) show.

Caveats in Interpreting
Random Assignment Studies

Some care must be used in interpreting the results of random assignment studies.
We list three areas for caution below. (For a more thorough discussion, see Heckman
and Smith 1995; Burtless 1995.)

First, random assignment studies do not provide a complete answer. While the
use of random assignment can produce reliable estimates of the impacts of programs
on groups of individuals, it cannot provide information on how it affected people
who were not part of the program. Sometimes programs can have larger effects on
people who were not part of the program than on participants (Moffitt 1992). For
example, if expanded funding were announced for welfare recipients to participate
in postsecondary training, we would expect some people who formerly would
have applied for student loans to now apply for welfare. This additional flow into
welfare could exceed the impact of the program on the flow out of welfare. In this
case, a random assignment study of postsecondary training for welfare recipients
could find that it reduced dependence by participants, when in fact the program
overall would increase welfare rolls by inducing more people to apply for welfare.

Similarly, a random assignment study of a program that placed welfare recipients
in private sector employment might find reduced welfare dependence among
participants, even though the placed participants might have displaced other job
seekers (who then became dependent on welfare). In this case, the net effect of the
program could be zero; yet a random assignment study would show it to be
effective. Program benefits can also be missed by the use of random assignment. If a
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community had a shortage of tugboat captains and a surplus of crew members, the
training of a new captain could increase employment for crew members as well as
providing employment for the person who took the training. This benefit would be
missed if we looked only at the effect on the tugboat captains trained.

The second caution to be aware of in interpreting the results of random assignment
programs is that their impacts may not be the same as those from similar programs
that do not involve random assignment. This can occur for two main reasons. First,
because random assignment affects the way in which service providers get their
clients, they will be acutely aware that the impacts of their programs are being
estimated. Consequently, service providers who believe that their programs are
working well may be more likely to volunteer to participate in a random assignment
study; once the program is running, they may exert additional effort knowing that
they are being monitored. Second, the individuals who participate in random assignment
studies may differ from those who participate in programs in which random
assignment is not used. Generally, program administrators tend to select individuals
they think will benefit most from the program, while random assignment brings in
participants typical of the average member of the population. If administrators can
accurately identify and select those individuals best able to benefit from the program,
then random assignment studies, which measure the effect on average members of
the population, will show lower program impacts than studies not using random
assignment.

The third caution is that random assignment can be poorly implemented,
creating systematic differences between the program and control groups, and biasing
estimates of program impact.17 The initial assignment might not be completely
random, thereby leading to unintended systematic differences between those
assigned to program and control groups. If study procedures are not monitored,
people assigned to the participant group may not participate in the program, and
people assigned to the control group may be allowed to participate. This will tend
to reduce the estimated program impact.

The importance of properly concealing the allocation of participants into the
program or control group is well known in health care studies (Day and Altman
2000) but underestimated in studies of training programs. Random assignment is
often unpopular with program administrators because it explicitly interferes with
or replaces their usual selection and referral process, which is based on staff and
client judgment. Staff may see judgment-based referral as an important part of a
program. Where a program is new, and no referral process has been established, it
may be easier to set up a random referral process than in an ongoing program
where the referral process is well-established. Where randomization is used in an
established program, staff may be highly motivated to intentionally subvert the
randomization scheme — for instance, by discerning the random assignment scheme
in order to help particular clients be assigned to the treatment group. In such cases
it is essential to use a rigorous and nondiscernable method of randomization.

Allocation concealment is also important during program implementation and
follow-up. In order to obtain unbiased data on immediate and follow-up outcomes,
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it is essential that those doing the outcome assessment and follow-up not know
which subjects were program participants and which were in the control group.
When program operators and evaluators know the allocation (to program or control
group) of subjects, they may unintentionally bias their outcome assessment —
usually toward positive outcomes for participants and negative outcomes for controls.

Losses to follow-up — the attrition over time in the subjects that evaluators are
actually able to locate and contact in order to collect follow-up data — can also be
biased when allocation concealment is lacking. Suppose that difficult-to-contact
subjects tend to have poorer outcomes than more successful subjects (those who
are dead or in prison, for instance, are harder to locate). When evaluators know
which subjects were program participants and which were controls, they may be
more diligent in following up the controls, which will result in finding (and
recording outcomes for) a higher proportion of the unsuccessful controls than of
the unsuccessful participants, again biasing results so that program effectiveness is
overstated (Schulz et al. 1995).18

A final caution: the presence of random assignment does not ensure that
follow-up survey data are collected reliably. As with any other study, participants
who feel good about a program — perhaps because they benefited from it — may
be more likely to provide information about their outcomes. If surveys are used to
assess program outcomes, successful program participants are more likely to reply
than unsuccessful ones; therefore, resulting estimates of program impact will be
biased upward.

The Politics of Estimating Impacts

Random assignment is not routinely used in Canada to estimate the impacts of
training programs for disadvantaged people. As discussed earlier, this is not for
practical, ethical, privacy, methodological, or financial reasons. Some administrators
object, but this hardly seems to be a sufficient reason for not using random assignment.
Does the answer lie with politics?

The “politics of poverty” might be blamed for the paucity of random assignment
studies of training programs; perhaps because such programs serve disadvantaged
people, it is regarded as unimportant to know whether the programs work. In our
opinion, however, the reason lies not with the politics of poverty, but with the
politics of accountability.

The basic politics of training programs are straightforward. Three groups of
people are affected by training programs: taxpayers, service providers, and clients.
The political force of taxpayers manifests itself in demands for “accountability.” In
Canada, about 1½ percent of federal government expenditure is spent on training,
so those concerned with taxation are not likely to devote much time specifically to
training programs.19 Instead political forces are likely to be expressed through a
general requirement for accountability, diffused over all programs run by government.
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18 On average, randomized trials that have not used appropriate levels of blinding show larger
treatment effects than properly blinded studies.

19 Total government expenditure in fiscal year 2002/03 is budgeted at almost $170.4 billion;
expenditure on training is budgeted at $2.8 billion (from website www.tbs-sct.gc.ca/tb/estimate/
20022003/002_e.html).
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We would expect service providers to advocate the training programs they
provide out of pure self-interest. But even without this financial incentive, service
providers are unlikely to be able to provide objective evidence. Providers routinely
see the good outcomes from their programs (recall the comment, “Eighty percent
of our clients get jobs!”) and cannot see what happens to comparable people who
do not receive training.

Finally, we would expect clients to advocate programs for three reasons: first,
they appreciate the effort of the service providers; second, they do not know what
would have happened to them in the absence of the programs and so may ascribe
good outcomes to the program; and third, in some cases, they receive money for
participating in the program.

So, as Machiavelli warned in The Prince, politicians should be wary of changing
training programs, “because the innovator has for enemies all those who have done
well under the old conditions, and lukewarm defenders in those who may do well
under the new.” Given these political forces, it is perhaps surprising that there are
any reliable random assignment estimates of training program impacts.

The political forces against reliably estimating the impacts of training programs
seem to triumph in every country except the United States. Beatrice Reubens (1980,
132) concluded, “[C]ompared to the American practice, the evaluation of youth
programs in most other countries has been infrequent, unsystematic, and often
methodologically dubious.“ As another example, in 1986, the Ontario government
commissioned a review of the literature relating to employment and training
programs. The study found that “[i]n spite of the fairly extensive list of Canadian
institutions and experts contacted during the information gathering process, it
became evident that most, if not all, of the information pertains to the US” (Social
Program Evaluation Group 1986, 3). This observation still remains true. An ironic
illustration comes from the literature related to programs for promoting self-
employment. Two primary methods are used to promote self-employment, the
British model and the French model, so named because of their widespread use in
those two countries over the past 20 years. But to find reliable estimates of their
impacts, we have to go to the United States, where they have been tested using
random assignment in two different sites.

Evaluating Programs in the United States

With the separation of powers in the United States, the executive branch runs the
programs, but the legislative branch provides the money and demands the
accountability. In the case of the Comprehensive Employment and Training Act (CETA)
programs (the predecessor to the JTPA), Congress did not demand that the impacts
be estimated using random assignment. Data on the programs were collected and
the Department of Labor (part of the executive branch) commissioned studies of
the impacts (Bryant and Rupp 1987). But in 1980, Ronald Reagan, a Republican,
was elected president while the Democrats controlled Congress. So, in addition to
the effect of separation of powers (Congress embarrasses the president, not itself, if
it finds a program to be ineffective), Congress had a political incentive to show that
a program run by the other party was ineffective. Perhaps in response to this
additional political incentive, the Congressional Budget Office no longer merely
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required the Department of Labor to evaluate its programs but commissioned a
study of its own (Barnow 1987, 158). This led to substantial discussion, which was
finally resolved by referring the matter to a blue ribbon panel, which recommended,
first, that future programs be evaluated using random assignment; and second,
that research into sources of bias be conducted so that methods other than random
assignment could be used to provide reliable estimates in the future (Stromsdorfer
et al. 1985).

Congress thus built into JTPA the requirement that the Department of Labor
evaluate JTPA programs using random assignment. In addition, Congress funded
the Center for Social Program Evaluation at the University of Chicago to investigate
sources of bias.

This separation of powers does not inevitably lead to reliable estimates of
program impact. It may be coincidental that, when the executive and legislative
branches of government were controlled by the same party for many years, the
legislative branch did not require the executive branch to evaluate its programs
using random assignment. Nonetheless, contending political forces in the United
States have generated the vast majority of the world’s random assignment estimates
of program impact, in contrast to parliamentary systems, which have generated
almost none.20

Evaluating Programs in Canada

In parliamentary systems, both the agency that provides the money and the agency
that runs the program are overseen by cabinet and the prime minister or premier,
thereby severely reducing the political incentive to estimate the impacts of a program.
The program managers will, on the basis of anecdotal evidence, sing its praises.
Current and subsequent ministers, acting on this information, may claim ownership
of the program. It takes four or five years to produce rigorous estimates of program
impact, and by that time the government will have significant backtracking to do if
it finds that the program does not achieve its intended objectives. Consequently,
finding a low or negative program impact does not have the political payoff in
Canada that it does in the United States. The best the politician who commissions
the study can hope for is that it confirms the claims that have been made all along.
A much more likely outcome is that the Opposition is handed information that
allows it to assert that the government has been misleading the public and/or is
incompetent.

Perhaps because of these disincentives, Canada has no generally accepted
standards for assessing program impacts. In the absence of these standards, the
Opposition or the auditor general can declare that a program is ineffective or that
an evaluation is inadequate, but program advocates will reply with anecdotes
about success stories or glowing survey results. The public may be interested in
good use of public money, but can hardly be expected to be interested in experts
bickering over abstruse evaluation methods.
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20 Canada distinguishes itself with the Self Sufficiency Project and the Earnings Supplement Project,
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Conducting Unreliable Evaluations

Program managers can often evade the diffused pressure from taxpayers for
accountability, avoiding evaluation of any kind, simply by arguing against random
assignment studies on ethical, privacy, or financial grounds. These objections are
not well-founded, but nonetheless often succeed. Where evaluation cannot be
avoided, we often see evaluations that appear to provide accountability but do not
provide reliable estimates of program impacts.

As we saw above, unreliable estimates are more likely to overstate than
understate the impacts of programs. Absent clear standards or strong political
pressure for rigorous evaluation, political forces actually encourage inaccurate —
hence favorable — program evaluations. Let us look briefly at the pitfalls of
evaluations that do not accurately estimate program impacts.

Client-Centered Evaluation

A client-centered evaluation is intended to meet the needs of clients and program
managers. Surely that is a worthwhile evaluation goal — or is it? The difference
between approval of a program in a client-centered evaluation conducted by experts
and the popular understanding of the word evaluation is illustrated by an evaluation
of an experiential education program. The program was evaluated by Michael Q.
Patton, former president of the American Evaluation Society, who teaches evaluation
and is the author of many books on how to conduct client-centered evaluations.
Patton counsels evaluators to ask program administrators what information is
needed and to collect that information in an evaluation. But estimating impacts is
of limited use to program administrators for three reasons. First, they are rarely in
a position to make decisions about program funding, which require information on
program impacts. Second, they may face losing their programs — and their own job
— if their programs are found to have lower-than-expected impacts.21 Third, most
program administrators believe they already “know” that their programs are
effective from personal experience — they have seen the successes.22

For all these reasons, client-centered evaluations tend to focus on process rather
than impacts. Impacts may not be completely ignored, but the focus of the evaluation
shifts from impacts to process. With few resources devoted to assessing impacts,
the reported impacts will probably be higher than if more rigorous methods were
used. And the report can still be thick, full of abstruse jargon and backed by
impressive credentials.

In the case of the experiential education program, Patton rounds out his client-
centered evaluation by concluding, on the basis of the assertions of participants
and others associated with the program, that the program was effective. He notes
that “many of those administrators returned to their colleges to spearhead curriculum
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support fixing it than scrapping it. Estimates of impact are not necessary to fix a program.

22 Recall that programs that make no impact can still have many success stories — that is, they can
have many participants who experience good outcomes. Participants themselves may attribute
their good outcomes to the program, even in cases where a random assignment study finds that
members of a control group have just as many positive outcomes.
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reform” (1997, 66). The evaluation contained no consideration of what would have
happened in the absence of the intervention.

There is no question that such an evaluation would be useful to a program
administrator. But former US Senator William Proxmire, looking at the same
program from the perspective of a funder, was not convinced by the assertions of
effectiveness and gave it a Golden Fleece Award for being a flagrant waste of
taxpayers’ money.23

The use of evaluation methods that inadequately measure impacts has become
institutionalized in Canada. The 12 attributes of effectiveness of the Canadian
Comprehensive Auditing Foundation (CCAF) is the bible for many evaluators in
Canada (1987). But of the 12 attributes, only two — Number 4: Achievement of
Intended Results, and Number 6: Secondary Impacts — deal with program impacts;
moreover, the attributes do not specify the need for rigorous measurement. An
evaluator following the CCAF’s guide could consider more than 80 percent of the
attributes and not discuss program impacts at all. An evaluator could even consider
every attribute but still include only nonrigorous measures of program impact.

Harnessing Canadian Political
Forces to Improve Evaluations

As discussed earlier, the separation of political responsibility between funding
programs and delivering them has led to exemplary estimates of program impacts
in the United States. Canada, with its federal-provincial Constitution, is also
blessed (some might say cursed) with a separation of powers that makes it possible
to separate the political forces associated with giving the money (and demanding
accountability) from the political forces associated with running programs. The
feasibility of such a separation is being tested by the Labour Market Development
Agreements (LMDA), under which the federal government provides the money
and provincial governments provide services. Transfer of responsibility only to
some provinces (only Quebec and Alberta have full devolution) limits this ability
to separate political forces since, to date, accountability mechanisms remain similar
for fully devolved and co-managed provinces.

The separation of powers provides an opportunity for the federal government
to require, by law, that the provinces estimate the impacts of their programs using
random assignment, just as the US Congress has a history of legislating that the
executive estimate the impacts of their programs using random assignment.24

Improving the Measuring of Impacts

Even if we can develop the political will to estimate program impacts, we cannot
always use random assignment, so we will still face the question of how to produce
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23 The Golden Fleece Award, instituted by Senator Proxmire in 1975, singles out US federal programs
that most Americans agreed were outrageous and wasteful (see website: www.taxpayer.net/awards/
goldenfleece/about.htm#summary, accessed April 3, 2002).

24 Section 452(d)(1)(a) of the JTPA states: “Evaluations conducted under paragraph (1) shall utilize
sound statistical methods and techniques for the behavioral and social sciences, including
random assignment methodologies if feasible.”
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reliable estimates of program impacts in the absence of random assignment. That
question is considered in this section, which has four parts. The first describes
techniques that can be used to estimate the impacts of programs in the absence of
random assignment. The second describes some techniques that have been proposed
as substitutes for random assignment, but which have been shown not to work.
The third part reviews selected papers that compare the results from random
assignment studies with estimates made using observational techniques. The final
section describes the conditions that researchers have discovered are necessary
(although not sufficient) for producing unbiased estimates of program impact.

Alternatives to Random Assignment

A study that does not use random assignment is referred to as an observational
study. In such a study, service providers and clients determine who participates in
a program. Researchers must select as a comparison group nonparticipants who
look most like program participants and use statistical techniques to control for any
observed pre-existing differences between the treatment and comparison groups.
The difference in outcomes between the program and comparison groups, after
controlling for the effects of as many pre-existing differences between them as
possible, provides an estimate of program impact.

Observational studies vary in complexity and in the techniques used to conduct
them. They may be done well or badly, and techniques used for them may be
appropriate or inappropriate, but the accuracy of the studies will suffer whenever
the comparison group differs from the participants in a way that has not been
noticed or measured.25 Unfortunately, unobserved pre-existing differences between
participants and nonparticipants are very common. For instance, individuals who
are more highly motivated are generally felt to be more likely to enter training
programs and more likely to become employed. If, after receiving training,
participants do better than nonparticipants, we will be left wondering whether
participants did better because of the training or because they were more highly
motivated to begin with. Estimates that are wrong because they falsely attribute
the impacts of characteristics of participants to programs suffer from selection bias.

Rigorously implemented randomization with good blinding is the only way to
prevent selection bias. Within studies that have randomly selected participants,
gradations of reliability often exist because of variations in the rigor with which
randomization has been implemented.26 In some cases, all the individuals selected
to participate (the treatment group) will participate and none of those not selected
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25 Some of these differences may be readily apparent to program administrators, even if they are
not quantified and known to the researcher, they will still cause bias. For example, individuals
who are incapacitated in some way — for example, those with a serious physical illness — are
less likely to take training and also less likely to move into employment on their own. Differences
in subsequent employment between program participants and a comparison group of nonparticipants
might result from higher rates of illness in the comparison group rather than from the program
itself. Researchers rarely have medical information on program participants; yet, without it,
estimates will be biased.

26 The best studies are properly blinded in both treatment and follow-up, have complete reporting,
ensure proper randomization, and do not have dropouts or crossovers.
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(the control group) will do so. In such rigorous random assignment studies, the
difference in the outcomes of the treatment and control groups equal the average
impact of the program.

In other cases, randomization is incomplete, the proportion of the treatment
group that participates is less than 100 percent, and the proportion of the control
group that participates is greater than zero. When that happens, participant and
control groups both include participants and nonparticipants. Under plausible
assumptions, we can still estimate program impact by dividing the difference in
average outcomes for the treatment and control groups by the difference in
percentage treated (Bloom 1984).

It is unlikely, however, that a program has the same effect on everyone. Instead
some people probably benefit more than others from some programs. The difference
in the average outcomes of the program and control groups is an estimate of the
average impact across all members of the program group. When randomization is
incomplete, the difference in the average outcomes of the program and control
groups divided by the difference in percentage participating is an estimate of the
average affect on the additional members of the treatment group receiving the
treatment.

Natural Experiments

In some cases, researchers can take advantage of natural experiments — events that
affect the likelihood of receiving some treatment but are not correlated with
unobserved personal characteristics that might influence the effects of the treatment.
For instance, in the United States during the Vietnam War, birthdays were selected
randomly to determine who would be drafted. Because (at least initially) men could
avoid the draft by continuing their education, men with “high-probability-of-draft”
birthdays stayed in school longer on average. Angrist and Krueger (1992) used the
random selection of birthdays for the draft (which affected some men’s likelihood
of staying in school) to estimate the impact of education on income.27

Natural experiments can be viewed as random assignment studies with
incomplete randomization: estimates of impact are recovered by dividing the
difference in average outcomes of program and control groups by the difference in
participation; and the impact generated is the average impact for the additional
people affected. Unfortunately, many natural experiments create only small
differences in the level of treatment received by the program and control groups. If
the difference in proportion treated is only 1 percent, the program and control group
outcomes will differ by only 1 percent of the average program impact. This affects
the reliability of the estimates.
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27 Birthdays for people affected by the Vietnam War–era draft provide an excellent example of a
natural experiment because the birthdays were randomly selected for the draft, so the instrument
was clearly not correlated with the unmeasured characteristics of the people affected by the
treatment. However, the effect of the draft was to increase schooling by only about 5 percent, so
the estimated impact was not applicable generally. In addition, the treatment caused more than
one outcome: for some, having a high-draft birthday meant staying in school to avoid going to
war; for others, it meant going to war. Techniques that are not based on random assignment must
be used to sort out these two impacts.
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Recall that the average values of the program and control groups will be similar
but not identical. Some variables may be correlated with both the treatment and
the outcome of interest to researchers, and they will create small differences in the
outcomes of the program and control groups in addition to the difference caused
by the treatment. While the effect of the treatment on the difference gets smaller as
the percentage affected by the treatment gets smaller, the differences due to chance
will be constant. For this reason, program impacts get harder to detect the smaller
the percentage treated.

We should note two cautions relating to natural experiments. First, without
careful statistical analysis, researchers can be fooled when the percentages treated
are small (Bound, Jaeger, and Baker 1995). Second, as with imperfectly constructed
experiments, the estimates produced do not correspond to the impact of eliminating
the program but rather to the impact of increasing or decreasing the level of treatment
slightly. The difference in outcomes between the program and control groups is
caused by the higher treatment percentage in the program group. The extra participants
often differ from other participants, however, so that the impacts — which result
only from the additional participants — measured by the natural experiment may
be substantially different from the overall impacts (for all participants).

Natural experiments provide an opportunity to produce unbiased estimates of
the impact of an intervention. However, they are not a reliable or complete alternative
to random assignment because of the rarity with which they occur.

Matching

An experimental control group is by design, on average, similar to the program
group in all characteristics. If we do not have a control group, we can draw a
comparison group that is similar to participants in all observed characteristics.
Although researchers have proposed a number of methods of selecting comparison
groups over the years (see, for example, Dickinson, Johnson, and West 1986), most
currently use the propensity score method developed by Rosenbaum and Rubin in
1983. Those researchers showed that a comparison group constructed by selecting,
for each participant, a comparison group member with the closest probability of
program participation (“propensity score”) will give consistent28 estimates of program
impact when all the factors that affect both program participation and the outcome
of interest are known and measured. Dehejia and Wahba (1999) and Smith and Todd
(2001) use this method.

Nearest-neighbor matching is the term used when a comparison group member is
selected for each participant. A disadvantage of nearest-neighbor matching is that
it throws out some information. As noted earlier, the precision of an estimate increases
with the number of units in the sample; but nearest-neighbor estimates limit the
sample size of the comparison group to the size of the program group. Selecting
more than one nearest neighbor can ameliorate this. Heckman, Ichimura, and Todd
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(1997; 1998) give a method for using all members of the potential comparison group,
weighting the observations in proportion to how well they match the participants.

Regression

Regression analysis is another statistical technique for adjusting for measured
differences between program and comparison groups and under certain
circumstances can be shown to produce identical results to matching.29 To use
regression analysis, the researcher must first posit a mathematical relationship
(generally referred to as a functional form) between the program and comparison
groups’ characteristics and the outcome of interest. For example, a researcher
might posit that

Income = a0 + a1 × last year’s income + a2 × age + a3 × program participation
+ a4 × education + a5 × age of youngest child + e (random factors that we

cannot measure).

Then the researcher will use regression analysis to find the values for a0, a1,…, a5
that best predict income. Although this is a fairly typical functional form, it
immediately raises questions, some serious, some not serious. In this specification,
the researcher has put in a variable “program participation.” This variable will take
the value 1 if the individual participated in the program, 0 otherwise. In other
words, it says that program participation increases income by an amount a3. This
formulation constrains the effect to be the same on all individuals, something that
we would not expect to be true a priori. It turns out that the best predictor of the
effect of a program on individual income when the actual impacts vary from
individual to individual will be the average impact. So even though the functional
form is incorrect, regression analysis will provide a useful result. As noted above,
while the average impact is a useful number for calculating the impact of canceling
the program altogether, it may not be a very good guide to the impact of increasing
or decreasing the size of the program.

A more serious problem occurs when some factor not included in the regression
analysis affects both program participation and the outcome of interest. For example,
enthusiastic people may be more likely to both participate in a training program
and have higher incomes in the absence of the program. Failure to control for
“enthusiasm” in either regression analysis or matching will result in some of the
effect of enthusiasm on income being falsely ascribed to the program. For both
regression and matching, collecting and controlling for more information on the
participants and the potential comparison group is the only way to reduce selection
bias due to unobserved characteristics.

Regression Plus Matching

Regression analysis can be shown to give the most accurate estimates of program
impact when the functional form is correctly specified; it controls for even small
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differences in the measured characteristics of the individuals. Matching requires no
assumptions about functional form, but does not control for the small differences
between members of the participant and comparison groups that typically exist after
matching. Both regression and matching will be biased if unobserved characteristics
affect both the likelihood of program participation and the outcome of interest. So
when researchers choose between regression and matching, it seems that they should
use matching when concerned about functional form, and regression when concerned
that the matching may be incomplete.

Fortunately, it is not an either/or choice. A researcher can draw a matched
comparison group and then run a regression to control for remaining differences.
Rubin (1979) found that regression plus matching worked better than either on its
own. When the participants are very similar to the comparison group in their
measured characteristics, as is the case for a matched comparison group,
misspecification of the functional form is not serious. And regression will control
for any remaining difference between the program and the comparison groups. So
the combination of regression and matching yields benefits from both approaches.

Two Contenders Not Recommended

The Heckman Two-Step Method

James Heckman (1976) showed that, under special circumstances, the impacts of
interventions could be estimated without specific knowledge of the factors that
affected program participation.30 Unfortunately, the method can generate unpredictable
results when the special circumstances do not hold; and it is impossible to test
whether the appropriate circumstances do hold (Goldberger 1983). Knowledgeable
researchers such as Heckman no longer use this method, except in conjunction
with a natural experiment. But because of its apparently miraculous properties, it
is still in use today.

Difference in Differences

Another method, known as difference in differences, which is appealing in its simplicity,
is based on the premise that the characteristics that differ between participants and
nonparticipants are fixed. If that were the case, we could estimate the impact of a
program without using random assignment. Suppose we were interested in the
impact of a program on income. An individual’s characteristics (including the
characteristics of the labor market that apply to that individual) would determine
his or her income. After taking training, the individual’s income will be affected by
the same characteristics plus training. In this special case, the change in income
from before to after training is the impact of training. (Simple before-and-after
studies rely on this assumption.) We could relax this assumption somewhat by
allowing changes in the labor market to affect income as well, although the effect
must be the same for participants and nonparticipants. Then changes in the income of
the nonparticipants serve as a measure for the effect of changes in the labor market.
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The effect of training becomes the difference between the change in income of the
participants and the change in income of the nonparticipants.

Although appealing, the basic premise of this method — that differences between
the participants and nonparticipants are fixed — has been shown to be false.
Training participants are more likely than others to have suffered a preprogram
dip in earnings, and random assignment studies have shown that even without
any training, this earnings dip is transitory.31 The difference between incomes of
training participants and other workers therefore increases before training (the pre-
program dip) and then decreases later with or without training. These changes over
time in the difference between the incomes of program participants and the incomes
of others will seriously bias difference-in-differences estimates.

Comparing the Results of Observational Studies
and Random Assignment Studies

In theory, we can control for all pre-existing characteristics, and therefore random
assignment should not be necessary. In practice, however, observational studies and
random assignment studies rarely generate the same estimates of program impact.

Early studies (Fraker and Maynard 1987; LaLonde 1986) compare estimates of
the impact of the National Supported Work Demonstration Project using, on the
one hand, the control group and, on the other, observational techniques and a variety
of comparison groups. Their conclusions are not favorable for observational techniques.
LaLonde, for example, concludes, “even when the econometric estimates pass
conventional specification tests, they still fail to replicate the experimentally
determined results” (p. 617).

Friedlander and Robins (1994) compare estimates of four random assignment
studies of training programs for welfare recipients with estimates made using
comparison groups drawn from the same jurisdiction, before the introduction of
the program, and estimates made using comparison groups from other jurisdictions.
Their analysis is hampered by a lack of explanatory variables — for instance, they
had only one year of preprogram earnings. They conclude that “statistical matching
or a specification test alone will be unable to markedly reduce the uncertainty
surrounding that kind of non-experimental estimate” (p. 18).

Cain et al. (1993) have the most optimistic finding. They compare observational
and random assignment estimates of the impact of the Homemaker-Home Health
Aide Demonstration and find that their observational study produced results that
are very similar to those from the random assignment study. Their study is remarkable
in three ways. First, they draw their potential comparison group from the dropouts
and rejectees, people who were clearly eligible for and interested in the program.
Second, they have extensive — five-year — histories of employment from tax records
for all participants and potential comparison group members. And third, the program
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had substantial impacts. They conclude, “[T]his paper offers a number of findings
that lend some optimism to the search for valid nonexperimental methods” (p. 27).

Heckman et al. (1998) compare observational and random assignment estimates
of the impact of the programs funded under the JTPA. At first blush, it seems that
their conclusions are pessimistic. They report bias of at least 83 percent of program
impact in their observational estimates. As noted earlier, however, the impacts of
JTPA-funded programs were very small — about $5 per week. For men, the subset
analyzed in Heckman et al. (ibid.), the impacts were even smaller — about $4 per
week. So, although in percentage terms the bias is large, in absolute value it is
quite small. If bias is not proportional to impact and if we can use the results (in
Heckman et al.) as a guide, bias would be small in proportion to a program that
increased earnings by $50 per week.

The most recent optimistic results by Dehejia and Wahba (1999) have been shown
by Smith and Todd (2001) not to be robust.

Lessons Learned

The simple and obvious conclusion is that, when measuring the impact of programs,
we cannot rely on estimates that have not been made using random assignment. We
also know that, in one case at least, an observational study was able to reproduce
the random assignment results. Before we can expect researchers to have confidence
in observational estimates, we will have to replicate random assignment results
many times. The differences among the studies that have attempted to do this in
the past give us clues as to what may be successful in the future.

In comparing Heckman et al. (1998) and Cain et al. (1993), we can see that the
former may have been hampered by the source of their potential comparison group.
Their comparison group comprises people who lived in the same neighborhoods
as the participants and who were found, in a screening interview, to be eligible for
the program. The result is a group of nonparticipants who are not closely comparable
to the participants (see Heckman et al. 1998, fig. 2). In addition, that study uses a
relatively short history of employment and earnings that was gathered after the
fact and so may have errors due to faulty recollection.

By contrast, Cain et al. (1993) use administrative data that was extensive and
free from recall problems. They also draw their comparison groups from people
who were at least part way through the selection process.

Heckman, LaLonde, and Smith (1999) identify three additional conditions whose
absence led to unpredictability in the observational studies that earlier researchers
had compared with random assignment studies. First, the comparison group must
be drawn from the same labor market as the program participants. Second, the
same data source must be used for both program participants and the comparison
group. Specifically, if the data are collected by survey, the same survey questionnaire
must be used for both. Third, the analysis must be restricted to participants for
whom there are comparable nonparticipants.

Another lesson learned from attempts to estimate impacts using observational
methods is that monthly, not annual, data must be used. Data that are too coarse
and that can mask the pre-program dip will lead to bias. In observational studies,
the individuals selected for comparison groups match the participants in all
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characteristics, including earnings and employment, in the period just before entry
into the program. With annual data, the period “just before entry into the program”
will be the previous year, up to 11 months before program participation and, for
many, before they lost their jobs. So if we have only annual data, participants who
were employed in the year before they entered the program are compared with
nonparticipants who were also employed in the previous year. But because programs
are for the unemployed, participants will differ from nonparticipants in that the
former are unemployed; this difference will lead to substantial bias (Warburton 1996a).

One final important source of bias is nonresponse in the surveys that collect
information on outcomes of the participants and the comparison group. Typically,
the interviewer fails to contact some people, while others refuse to answer the
questions. If respondents from the program group are different in some unobserved
way from respondents from the comparison group, we may falsely attribute the
impact of these differences to the program. This problem is exactly analogous to the
problem of selection bias, where researchers do not know the circumstances under
which a nonresponse bias would be serious. In 1979, the US Office of Management
and Budget proposed a standard requiring that the survey research firm contact
75 percent of the treatment and control groups (Smith 1999, 14). Because the reasons
for nonresponse vary, this percentage might be unnecessarily high in some cases
and not high enough in others.31 Warburton (1996b) finds that a survey with a
75 percent response rate generated positive and statistically significant estimates of
program impact, whereas full information (based on monthly administrative data)
indicated that the programs actually had no impact. This discrepancy indicates that
even 75 percent might not be high enough for evaluations of employment and training
programs. Therefore, response rates should always be reported in evaluations, and
serious efforts should be made to improve response rates and/or identify the
circumstances in which nonresponse is not important.

Conclusions

Our examination in this Commentary leads to five conclusions. The primary conclusion
is that random assignment is the only method certain to produce reliable estimates
of the impacts of employment and training programs. So, to have confidence in
estimates of the impacts of training programs, we must use random assignment.

Second, the federal-provincial separation of powers in Canada could provide
the political force that leads to accurate estimates of the impacts of training programs.
To paraphrase David Hume (in A Treatise of Human Nature, 1740), Reason is and
ought only to be the slave of politics, and can never pretend to any other office
than to serve and obey them. If there is no political will to estimate the impact of
training programs, then reason, by itself, will not cause them to be evaluated.

Third, society needs standards for the evaluation of training programs in the
absence of random assignment. A first cut at a flowchart for evaluation studies is
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included as an appendix to this Commentary. The flowchart needs improvement,
but that can only be done by conducting random assignment studies, then comparing
the results with those produced by observational studies, identifying the sources of
differences, and comparing again. Each initial attempt to replicate the results of a
random assignment study should be made without the researcher’s knowing the
results of the random assignment study so that there is no possibility of trying
numerous techniques until, perhaps by chance, one works.

Fourth, we need to develop standards for response rates to surveys. To do this,
we must compare the results produced using administrative data with the results
of surveys that for different reasons, yield various response rates; in doing this, we
can identify the circumstances under which these data sources produce comparable
results.

Finally, methods that do not use random assignment clearly require identifiable
personal information. Even though the data can be masked and need never be made
public, the use of personal information entails a small privacy risk. To preserve
research uses of personal data, it is essential that researchers comply with privacy
safeguards that ensure that data approved for research use are not also used for
unauthorized administrative purposes such as audit or enforcement. Canada must
balance these small risks to privacy against the critical need for reliable information
on the impacts of training and other social programs. If knowledge of the true
impacts of programs leads to improved training programs, evidence from the
limited number of existing random assignment studies suggests that the payoff
could be reduced poverty, reduced taxes, and improved health and well-being of
our children. The alternative is to continue as we are, spending billions of dollars
per year on training programs that the preponderance of evidence suggests simply
do not work.
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Appendix: Flowchart for Studies of Training Programs

Are you
measuring
impacts?

What method
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estimate what
would have
happened to
participants in
the absence of
the program?

Did your instrument
pass a test such as in
Startz, Nelson, and
Zivot (2001)?

• Did you select your
comparison group from
those who were eligible
for participation in the
program in the month in
which the participant
enrolled?

• Were they drawn from the
same local labor market?

• Was eligibility for the
program determined in the
same way for the comparison
group as for participants?

Did you control for measured
differences between your
participants and the comparison
group based on propensity
score and then adjusting for
residual differences with
regression? Did you bootstrap
your standard errors?

Is your outcome
variable measured
using administrative
or survey data?

Improve response rate

How many records did you send to
the survey research firm (a)?
How many responses did you get (b)?
Is (b) divided by (a) greater than 0.75?
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